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Nota Metodoldégica de las Cuentas Econdmicas
Trimestrales de la C.A. de Euskadi

Introduccion

La metodologia utilizada en EUSTAT para la elaboracion de las Cuentas Econémicas
Trimestrales sigue las recomendaciones de EUROSTAT en Eurostat (1999) y Eurostat
y el Banco Central Europeo (2001).

La correccion de efectos de calendario y la extraccién de sefiales de los diferentes
indicadores trimestrales se realiza aplicando la metodologia basada en los modelos
ARIMA implementados en el programa TSW creado por Gianluca Caporello y Agustin
Maravall. Este programa es la version Windows, con algunas modificaciones, de
TRAMO y SEATS, desarrollados por Victor Gomez y Agustin Maravall. TRAMO y
SEATS se pueden descargar gratuitamente desde la pagina web del Banco de
Espania.

La desagregacion temporal de las macromagnitudes econdémicas de interés se realiza
mediante diferentes procedimientos basados en la metodologia propuesta por Chow y
Lin (1971). Siguiendo esta metodologia se obtiene la estimacion éptima de modelos
trimestrales de regresién lineal que modelan las macromagnitudes trimestrales en
funcién de indicadores coyunturales observables trimestralmente. Estos y otros
procedimientos de desagregaciéon estan implementados en ECOTRIM, programa
desarrollado y financiado por EUROSTAT. El programa es utilizado en diversos
institutos estadisticos y es de acceso gratuito.

En este documento se describe brevemente el proceso seguido para la elaboracion de
las Cuentas Econdmicas Trimestrales de la Comunidad Auténoma de Euskadi.

Diseno de indicadores

La estimacion trimestral de todos los agregados macroecondmicos se realiza
utilizando informacion auxiliar de indicadores trimestrales disenados para tal fin. A
continuacion se comentan las fases seguidas en EUSTAT en la elaboracién de
indicadores trimestrales:

1. Establecimiento de los componentes del PIB desde la 6ptica de la oferta, la
demanda y el empleo a estudiar y estimar trimestralmente.

2. Para cada componente, seleccion inicial de indicadores simples disponibles
tanto de produccién propia como ajena (Diputaciones, INE, etc). Analisis
individualizado de cada uno de ellos (grado de cobertura del agregado
macroeconomico correspondiente, sensibilidad a las fluctuaciones
coyunturales, longitud disponible de la serie, suavidad del perfil,
disponibilidad de la informacion, etc.).
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3. Modelizacién de indicadores complejos para aquellas componentes del PIB
para los que no se disponga de un indicador simple adecuado. En el
proceso de elaboracion de indicadores se verifica y procura garantizar:

- la existencia de una relacion de cointegracién entre la
macromagnitud a trimestralizar y el indicador propuesto;

- que la regresion minimo cuadratica entre la macromagnitud y el
indicador (simple, compuesto o sintético) anualizado presente un
grado de ajuste elevado y que los residuos se asemejen a una serie
de ruido blanco;

- la significatividad econémica.

El anadlisis y modelizacion de los indicadores no es un ejercicio puntual. Es mas,
EUSTAT analizara regularmente la vigencia de los indicadores que utiliza debido a que
éstos pueden quedar obsoletos en cualquier momento debido a cambios estructurales,
disponibilidad de nuevos indicadores simples, cambios en la calidad y/o periodicidad
de éstos, etc.

Extraccion de senales

Linealizacion de las series de indicadores

TRAMO (“Time Series Regression with Arima Noise, Missing Observations and
Outliers”) es un programa para la estimacion, prediccion y la interpolacién de modelos
de regresién con valores no observados y errores ARIMA que permite la modelizacion
de diferentes tipos de valores anémalos o ‘outliers’.

Dado el vector de observaciones del indicador z =(z,,...,z;), el programa TRAMO
ajusta el modelo de regresién

z, =y, f+x, para Vt=1...T, (1)
donde pS=(p,.....0;) es el vector de coeficientes de regresion, ', = (¥, Vi)
recoge las K variables de regresion y x, sigue un proceso ARIMA general del tipo

#(B)o(B)x, =0(B)e, , (2)
donde B es el operador de retardos; ¢(B), 6(B) y 8(B) son polinomios en B y las
perturbaciones ¢, se supone siguen un proceso de ruido blanco N (0, of,) .

El polinomio 6(B) contiene las raices unitarias derivadas de las diferencias tanto de la
parte regular como de la estacional, #(B) es el polinomio con raices estacionarias
autorregresivas y d(B) denota el polinomio de medias méviles (invertible). Se supone
que los polinomios son multiplicativos de la forma:

5(B)=(1-B)'(1-B")",
$(B)=(+@B+..+$,B")Y1+D B +..+D,B"),
O(B)=(1+6,B+..+6,B")1+0© B’ +..+0,B7),
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donde s denota el nimero de observaciones por afio. El modelo puede contener una
constante x que recoge la media de la serie diferenciada J(B)z, que, si es

significativa, sera el término constante de la regresion ( es decir, y,, =1 para
vt=1..,T).

Los regresores y', = (y,,,..., Vx, ) € pueden clasificar en dos tipos:

1. Regresores especificados por el usuario para recoger efectos de dias
festivos, variables altamente correlacionadas con z, que mejoren el ajuste,

etc.

2. Regresores generados automaticamente por TRAMO para recoger efectos
de dias laborables, efecto de Semana Santa y variables de intervencion del
tipo:

- Variables dummy.
- Todo tipo de secuencias de unos y ceros.
- 1/(1-6B) de cualquier secuencia de unos y ceros con 0 <o <1.

- 1/1-0,B") de cualquier secuencia de unos y ceros donde
0<9, <1.

- 1/(1-B)(1-B’) de cualquier secuencia de unos y ceros.

Una vez especificado el modelo, TRAMO:

1. Estima por maxima verosimilitud (0 minimos cuadrados condicionados o
incondicionados) todos los parametros del modelo seleccionado (de
regresion y del modelo ARIMA general).

2. Detecta y corrige observaciones andmalas o ‘outliers’ de tipo aditivo,
transitorios y de cambio de nivel.

3. Proporciona predicciones de las series con su correspondiente error
cuadratico medio.

4. Interpola los valores no observados de forma 6ptima y calcula los errores
cuadraticos medios.

TRAMO dispone de una opcién que realiza el tratamiento de ‘outliers’ y la
identificacion del modelo ARIMA automaticamente.

La metodologia utilizada viene descrita en Gomez y Maravall (1992, 1994, 1996 vy
2001a) y en Gémez, Maravall y Pefia (1999).

Extraccion de senales de series linealizadas

El programa SEATS (“Signal Extraction in Arima Time Series”) descompone series
temporales en componentes inobservables o sefales, siguiendo un método basado en
modelos ARIMA desarrollado para la desestacionalizacion de series econdmicas por
Cleveland y Tiao (1976), Box, Hillmer y Tiao (1978), Burman (1980), Hillmer y Tiao
(1982), Bell y Hillmer (1984) y Maravall y Pierce (1987).

TRAMO proporciona a SEATS la serie original, los efectos no estocasticos que ha
estimado (‘outliers’, efecto de dias laborables y de Semana Santa, variables de
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intervencion, etc.), la serie linealizada (previamente interpolada), es decir, x, en (1), y
el modelo ARIMA estimado (2).

SEATS descompone aditivamente’ la serie linealizada x, que sigue el modelo

especificado en TRAMO en las siguientes componentes:
1. x,: componente de ciclo-tendencia. La tendencia recoge los movimientos

de larga duracion, o baja frecuencia, cuyo periodo es superior a los 32
trimestres (8 afos). El componente ciclico recoge las oscilaciones cuya
duracién se situa entre 2 y 8 afios. Dada la dificultad de discriminar entre
oscilaciones tendenciales y ciclicas, es habitual trabajar con un componente
mixto de ciclo y tendencia.

2. x,: componente estacional. Recoge movimientos periddicos o
cuasiperiédicos de duracion inferior o igual al afo.
3. x_: componente transitorio. Se trata de un componente estacional de

ct *®
media cero que recoge fluctuaciones transitorias que no deberian
contaminar el ciclo-tendencia y la estacionalidad y que no siguen un patrén
de ruido blanco.

4. x,:componente irregular. Hace referencia a los movimientos erraticos de

ruido blanco que distorsionan la relacion lineal entre la serie observada y
sus componentes estructurales de ciclo-tendencia y estacionalidad.

El método de descomposicion utilizado en SEATS descompone la serie x, en

componentes ortogonales que, salvo para el componente irregular, satisfacen la
propiedad candnica (imposibilidad de extraer una serie de ruido blanco aditivo de los
componentes aumentando, por consiguiente, la estabilidad de los mismos). Los
detalles de la metodologia utilizada pueden consultarse en Maravall (1988, 1993,
1995), Gémez y Maravall (2001b) y Maravall y Planas (1999).

Desagregacion temporal de series temporales

La desagregacion temporal en series temporales hace referencia a la estimacion de
datos de alta frecuencia a partir de datos de baja frecuencia y, si se dispone, de
informacion relacionada de alta frecuencia.

En el contexto de las Cuentas Econdmicas Trimestrales se trata de estimar los valores
trimestrales de los diferentes agregados macroeconémicos de la Comunidad
Auténoma de Euskadi (medidos anualmente) con informacién coyuntural disponible
con frecuencia trimestral o superior.

ECOTRIM es un programa desarrollado por Eurostat que proporciona un conjunto de
técnicas matematicas y estadisticas de desagregacion temporal tanto de series
temporales univariantes como multivariantes.

La bibliografia es ciertamente extensa. Tanto las técnicas actualmente disponibles
como las principales lineas de investigacion abiertas se describen en, por ejemplo,
Eurostat (1999) y Eurostat (2003).

! La descomposicion multiplicativa se convierte en aditiva aplicando logaritmos a la serie original.
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EUSTAT ha optado por realizar la desagregacion temporal de forma univariante. Una
vez compuesto el indicador para un componente de la oferta, la demanda o el empleo,
se extrae el componente estacional y el de ciclo-tendencia. Se trimestraliza con
ECOTRIM utilizando el indicador bruto, desestacionalizado y de ciclo-tendencia por
separado obteniendo de esta forma estimaciones trimestrales brutas,
desestacionalizadas y de ciclo-tendencia del correspondiente agregado anual.

ECOTRIM ofrece la posibilidad de trimestralizar sin utilizar ningun tipo de informacion
auxiliar o indicador. No obstante, EUSTAT ha construido indicadores de alta
frecuencia correlacionados fuertemente con las macromagnitudes anuales
correspondientes. Para este contexto, ECOTRIM ofrece las siguientes técnicas de
desagregacion:

1. Procedimiento AR(1) o de Chow-Lin ( Chow y Lin 1971).
2. Procedimiento de Fernandez (Fernandez, 1981).
3. Procedimiento de Litterman (Litterman, 1983, Di Fonzo, 1987).

Estos tres procedimientos pertenecen a la familia de técnicas de desagregacion
univariante 6ptimas. Chow y Lin (1971), en el contexto de desagregacion trimestral de
macromagnitudes anuales utilizando informacién auxiliar o indicadores trimestrales,
obtuvieron la solucién 6ptima de minimos cuadrados para el problema de estimar los
valores trimestrales de las macromagnitudes anuales bajo el supuesto de existencia
de una relacion trimestral lineal entre éstas y sus correspondientes indicadores
trimestrales.

La ventaja primordial de la desagregacion optima propuesta por Chow y Lin (1971) es
que proporciona los errores de estimacion por lo que permite realizar todo tipo de
inferencia. Ademas, en aquellos afos en los que no se dispone del dato de la
macromagnitud anual (siempre el caso en el afo en curso), permite extrapolar de una
forma natural y coherente las estimaciones trimestrales de la macromagnitud. Para
ello, basta con obtener los valores de los indicadores trimestrales, dado que el modelo
de regresion trimestral proporcionara directamente las estimaciones 6ptimas
trimestrales de la macromagnitud.

El procedimiento general de Chow y Lin (1971) parte de la relacién:

Y=By=B'xf+B'u, (3)
donde Y es el vector de datos anuales conocidos, y es el vector de datos trimestrales
desconocidos, x es la matriz de datos trimestrales integrada por las variables
indicador (bruta, desestacionalizada o de ciclo-tendencia), # es el vector de

pardmetros de regresiébn que relacionan ambas variables, u es el vector de

perturbaciones trimestrales y B es la matriz de paso de trimestral a anual, que para
variables flujo tiene la forma:

0000 ..0000
00001 111 ..0000
B'=

000O0O0O0OO0OO0OD.. 11T171
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Bajo esta especificacion del modelo, Chow y Lin (1971) obtienen la estimacion minimo
cuadratica 6ptima de los parametros £ y, por consiguiente, la estimacion del vector

y de datos trimestrales:

B=[xBBVB) " Bx|' xB®BVE) 'Y,
$=xB+VB(B'VB) (Y - B'xf),
donde V representa la matriz de covarianzas de la perturbacion trimestral que es
desconocida y cuya estructura dependera del supuesto realizado sobre el
comportamiento de las perturbaciones. Los autores no recomiendan suponer que las

perturbaciones se comportan como ruido blanco® dado que se podria dar lugar a saltos
espurios entre el cuarto trimestre de un ano y el primero del siguiente.

La estructura de las perturbaciones propuesta por Chow y Lin (1971) consiste en
suponer que los errores trimestrales se distribuyen segun un proceso autorregresivo
de orden uno estacionario:

ut = ¢Mt71 +gt ’
g, ~ Niid(0,5%),
g <1.

Esta propuesta se denomina Procedimiento AR(1) o de Chow-Lin.

Fernandez (1981) supone que las perturbaciones se comportan siguiendo un paseo
aleatorio:

U, =u, + 8, ,
g, ~ Niid(0,5°).

Litterman (1983) parte del supuesto de que las perturbaciones siguen un paseo
aleatorio markoviano de la forma:

u =u, +¢&,,

g =ag, , +e,

e, ~ Niid(0,057)
|a| <1.

La eleccion del procedimiento de desagregacion no es arbitrario y los resultados
pueden variar considerablemente. Quilis (2001) compara estos tres procedimientos a
través de su aplicacién a datos de la economia espafola y concluye que “... no existe
una respuesta universal, independiente de la situacion practica especifica pero si
pueden ofrecerse algunas guias tentativas:

1. Si existe cointegracion entre indicadores y agregado trimestral, el método
mas apropiado es el Chow -Lin.

2 ‘7 ;s
Hacer notar que en este caso V' =1, con lo que la solucién se corresponde a minimos cuadrados
ordinarios
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2. En caso -contrario, el procedimiento de Litterman resulta el mas
recomendable, debido a su generalidad.

3. Si la evidencia respecto a la cointegracion es poco robusta o dudosa, el
procedimiento de Fernandez resulta una eleccién intermedia entre el
método de Chow -Lin y el de Litterman.

4. En todos los casos, ha de tenerse muy en cuenta que la evidencia sobre la
cointegracion es indirecta, debido a que sdélo es contrastable con los datos
anuales.”

Tras realizar los analisis pertinentes y siendo conscientes de la limitacién de los
mismos, EUSTAT ha optado en cada caso por el procedimiento mas apropiado
siguiendo las recomendaciones de Quilis (2001).
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